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Information and source code:
http://|4ka.org/projects/virtualization/

Source is available under the BSD license.
Copyright © 2005 Universitat Karlsruhe (TH)
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. Expensive and frequent privileged traps
~on virtualization sensitive instructions.

Pure virtualization, the classic approach, faithfully

emulates the platform API (i.e., instruction set and devices),
easily supporting many types of guest operating systems.
The cost is a high runtime overhead due to trapping on
sensitive operations. Also, x86 is difficult to support.
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 NOPs, raw 780.2  33.5%

o LdKasLinux 780.1  35.7%

S L4Kain-place VMM 7798  37.3%

= XenoLinux 780.7  41.3%

Virtualization sensitive instructions. Xen in-place VMM 778.7 41.1%

~ Padded with NOPs. o

3 native, raw 740.8  36.0%

Rewritten instructions: Function % NOPs, raw 7408  36.4%

calls to the in-place VMM. § XenoLinux 739.6  43.2%

T In-place VMM translates platform
to hypervisor API.

API

Virtual Devices. Pre-virtu

1GB of data. Test mac :
256MB, XT-PIC, direct
local SATA. Client machine:

connection.
o
5 Custom driver 707.5  60.3%
S DP83820 emulaton  707.1  59.8%
£
S

In device driver reuse, we used t
access, the other with d The in
a pre-virtualized DP83820 driver, or par

custom virtual driver.

...........

Para-virtualization,
several years, $$

Para-virtualization achieves great performance and support for

x86, by manually porting the OS to the API of a single hypervisor. The
costs are the abandonment of virtualization's core features, substantial
engineering effort, and introduction of new bugs.



